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Abstract

In this paper we propose classifier ensembles that use multiple Pareto image features for invariant image identification. Different from traditional ensembles that focus on enhancing diversity by generating diverse base classifiers, the proposed method takes advantage of the diversity inherent in the Pareto features extracted using a multi-objective evolutionary Trace Transform algorithm. Two variants of the proposed approach have been implemented, one using multilayer perceptron neural networks as base classifiers and the other $k$-Nearest Neighbor. Empirical results on a large number of images from the Fish-94 and COIL-20 datasets show that on average, ensembles using Pareto features perform much better than traditional classifier ensembles using the same features and data randomization. The better classification performance of the proposed ensemble is further supported by diversity analysis using a number of measures, indicating that the proposed ensemble consistently produces a higher degree of diversity than traditional ones. Our experimental results demonstrate that the proposed classifier ensembles are robust to various geometric transformations in images such as rotation, scale and translation, and to additive noise.
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1. Introduction

The idea of combining the outputs of several individual classifiers to produce an ensemble has gained a lot of interest in many machine learning communities and pattern recognition applications [1] [2] [3] [4]. In machine learning, classifier ensembles have been very popular recently because they often improve classification performance significantly. A conventional classifier ensemble combines the outputs of several individual classifiers, each of which is referred to as an ensemble member, or an individual learner, or a base classifier. Typically, individual outputs of an ensemble are combined using a decision-making mechanism such as majority voting, averaging, bagging or stacking to produce a final decision [5]. Depending on whether the ensemble members are of the same type or of different types of models, the ensemble can be homogeneous and heterogeneous. In this work, we focus on homogeneous ensembles that use the same type of models as base classifiers.

Diversity of homogeneous ensembles can be achieved via data randomization or using different learning algorithms in training the base classifiers [6]. Bian and Wang [7] suggested to enhance ensemble diversity by training base classifiers with different learning algorithms. The authors showed that among the different models used, the radial basis function (RBF) neural network has the largest diversity in both homogeneous and heterogeneous ensembles. On the other hand, multilayer perceptron (MLP) neural networks have the smallest diversity [7]. A different idea is to include a penalty term for diversity in the cost function in training base classifiers [8]. In case the ensemble members are trained using population based search methods, individuals in the last generation can be made use of to create an ensemble [9]. In addition, Pareto-based multi-objective learning [10] has widely been adopted for creating ensembles, where, apart from minimizing the error on a training data set, a second objective will be optimized, e.g., minimizing the error on another dataset [11], maximizing a diversity measure [12], or minimizing complexity [13] [14].

Although a high degree of diversity is desired in general [15], it has also been found that diversity sometimes negatively impacts the overall ensemble accuracy, in particular when all base classifiers are weak [16] [17]. In other words, to construct accurate base classifiers is as important as to create highly diverse base classifiers. The key challenge in designing ensembles becomes how to gain a higher degree of diversity without degrading the accuracy of the base classifiers.

There is a few research on how to obtain diversity of ensembles through the use of different features as inputs to the base classifiers. In [18], a subset of features is selected...
using a Bayesian technique as the input for base classifiers and a multi-objective optimization algorithm was employed to minimize the error on training data and minimize the number of selected features. In [12], complementary features, such as textures and edge-based local features, are combined at the descriptor extraction level to improve classification performance in a single classifier. Su et al. [20] proposed to use both global and a set of local facial features to create a hierarchical ensemble classifier, which produced impressively better results than the state-of-the-art on two large-scale face databases. Subsamples of images are used as features to be fed into randomized trees for classification of images [21]. However, none of the above methods has taken explicit measures to optimize the extracted features according to performances related to classification.

Several feature extraction techniques have been proposed for image analysis, such as Wavelet transform [22], Hidden Markov Model [23], Image Moments [21] and Scale Invariant Feature Transform (SIFT) [25]. Recent research highlights the importance of combining different features in an ensemble to produce efficient and accurate results. In [21], the authors used four features such as color/edge moments to train an ensemble of decision trees to accurately predict the illumination in images. In [22], the authors proposed an approach that extract a compact set of hierarchical space-time tree structures of human actions from training videos and build an ensemble of the discovered trees in combination with simpler action words and pairwise structures for action recognition. Moreover, in [23], a discriminative ferns ensemble is proposed using simple binary features for hand pose recognition. The method uses a histogram of bit vectors to achieve translation invariance and compared to the Random forest ensemble. The Trace transform [29] is one of the powerful tools for invariant image analysis. It is an effective method for extracting image features that are robust to rotation, scale and translation (RST).

In this paper, a multi-objective evolutionary Trace transform algorithm is used to extract a set of Pareto image features. We aim to achieve diversity in classifier ensembles by exploiting these image features. We show that the Pareto features near the knee point of the Pareto front can provide sufficient diversity for classifier ensembles for RST invariant image identification. We demonstrate that the performance of the proposed ensemble is better than the average performance of conventional homogeneous ensembles generated by data manipulation that use a single set of features in addition to the traditional ensembles, such as Random Forests [30], that use the same multiple features.

The rest of this paper is organized as follows. Section 2 briefly review the Pareto feature selection method together with a short introduction to the Trace transform. In Section 3, we describe in detail the construction of homogeneous classifier ensembles, including the methodology for combining individual outputs of the base classifiers. Experimental results on two image datasets are given in Section 4, followed by an analysis of the diversity of the compared ensembles. Conclusions and future work are presented in Section 5.

2. Multi-objective Pareto Image Features

2.1. Trace Transform for Image Feature Extraction

We start with a brief overview of the Trace transform and the theory of Triple features. Kadryrov and Petron introduced the Trace transform (TT) in [29], using some functionals to produce Triple features that are RST invariant. Given a two-dimensional image \( I(x, y) \) of size \( M \times N \) pixels, a new representation of \( I \) is obtained by applying the Trace functional \( T \) along lines crossing the image \( I \) along different orientations \( \theta \) and distances \( \rho \) from the image origin, as shown in Fig. 1(a). The new representation is a function of two variables, \( \rho \) and \( \theta \), and can generally be represented as a matrix. An example is given in Fig. 1(b).

The process of converting the image from the spatial domain \((x, y)\) into the transform domain \((\rho, \theta)\) is called the Trace transform. In fact, the generation of a Triple feature requires two further steps. First, a Diametric functional \( D \) is applied to the (transform domain) output of the Trace transform along the \( \rho \) dimension, resulting in a vector of length \( n_\theta \) equal to the number of orientations considered in computing the Trace transform. Next, a Circus functional \( C \) is applied to this sequence, producing a scalar value called the Triple feature.

Refer to Fig. 1(a) to work out the value of each point along the tracing line \( t \), where \( I_B \) is defined at a fine grid over the original image \( I \) such that \( 0 \leq I_B \leq (t_{end}-t_{begin}) \). Each pixel tile in the original image is replaced by fine tile with size \( B_N \times B_N \). Therefore, the size of the fine grid is \( MB_N \times NB_N \). The \( t_{inc} \) values of the points along the line and their corresponding \((i, j)\) pixel coordinates are given by

\[
  t_{inc} = (t_{begin} + I_B) \Delta t
\]

\[
  x = [(x_B + [I_B x_{inc}]) / B_N]
\]

\[
  y = [(y_B + [I_B y_{inc}]) / B_N]
\]

where \( t_{begin} \) and \( t_{end} \) are the start and the end point on the tracing line, respectively. The \((x_B, y_B)\) are the fine grid coordinates. And \( x_{inc} \) and \( y_{inc} \) are the \( x \) and \( y \) increments in the fine grid domain, respectively. The \((x, y)\)
pixel coordinates are used to obtain the grey value of the image at point with \( t = t_i \). Readers are referred to \([31]\) for details about the definition of the beginning and the end points of each tracing line.

If appropriate functionals are used, the extracted features do not change much when the image is subjected to geometric transformations \([29]\). Refer to Appendix \([5]\) for definitions of possible Trace transform functionals.

Trace transform is a general case of the well-known Radon transform \([32]\): the first step in Trace transform becomes similar to Radon transform when the Trace functional is the integral. The Radon transform is known for its strength in capturing the directional features of an image and robustness to zero mean white noise. Therefore, Trace transform can be seen as a more general case of Radon transform. The Trace transform has been successfully applied to several machine vision problems \([33, 34, 35]\). It is evident, however, that the optimal combination of Trace, Diametric and Circus functionals is problem dependent and little effort has been dedicated to addressing this issue with few exceptions. For example, Liu and Wang \([36]\) used a number of Trace functionals in a voting ensemble for face recognition, where however, eight Trace functionals were arbitrarily chosen from 22 functionals defined in \([37]\).

2.2. Evolutionary Multi-Objective Trace Transform

From the above description, we can see that it is important to find the optimal combination of the functionals for extracting Triple features capable of discriminating one image from another, which can be measured by between-class variance, while recognizing geometrically transformed versions as the same image, often known as within-class variance. However, maximizing between-class variance and minimizing within-class variance can be conflicting, and such optimization problems having multiple conflicting objectives are called multi-objective optimization (MOO) \([38]\).

Different from single objective optimization, MOO often has a set of solutions rather than one single optimal solution. Let \( S \) denote a set of all feasible solutions of size \( N_s \). Consider two solutions \( s_1, s_2 \in S \), each having \( N_f \) objective functions \( f_1, f_2, \ldots, f_{N_f} \) to be minimized. Then, solution \( s_1 \) is said to dominate \( s_2 \) if \( f_i(s_1) \leq f_i(s_2) \) for all \( i \in \{1, 2, \ldots, N_f\} \), and \( f_j(s_1) < f_j(s_2) \) for at least one index \( j \in \{1, 2, \ldots, N_f\} \). In the set of feasible solutions there always exist some solutions that are not dominated by any other solution. These solutions are called Pareto optimal or nondominated solutions, and the curve or surface formed by all nondominated solutions in the objective space is called the Pareto front \([38]\).

Evolutionary algorithms (EAs) are a class of population-based global optimization techniques inspired from natural evolution \([39, 40]\). Over the past two decades, EAs have been shown very powerful in solving optimization problems, including MOO problems \([41]\). In addition, multi-objective evolutionary algorithms (MOEA) have widely been used to solve multi-objective learning problems \([42]\).

In this work, we use the Evolutionary Trace Transform in the presence of Noise (ETTN) \([43]\), which adopts the elitist nondominated sorting genetic algorithm (NSGA-II) \([44]\), one popular and powerful MOEA that does not involve explicit user preferences in comparison to MOEA/D (see \([45]\) and \([46]\)), to search for the optimal combinations of functionals in Trace transform to produce RST invariant Triple features, where the within-class variance and between-class variance are used as two objectives in the evolutionary algorithm. In ETTN, the following two objective functions are minimized:

\[
\begin{align*}
\min \{f_1, f_2\}, \\
f_1 &= S_w, \\
f_2 &= \frac{1}{(S_b + \epsilon)},
\end{align*}
\]

where \( \epsilon > 0 \) is a small constant to avoid division by zero. \( S_w \) and \( S_b \) are within-class variance and between-class variance, respectively, which are defined as follows:

\[
\begin{align*}
S_w &= \sum_{k=1}^{K} \sum_{j=1}^{C_k} (\Xi_{jk} - \mu_k^w)^2, \\
S_b &= \sum_{k=1}^{K} (\mu_k^w - \mu^w)^2,
\end{align*}
\]

where

\[
\mu_k^w = \frac{1}{C_k} \sum_{j=1}^{C_k} \Xi_{jk}, \quad \mu^w = \frac{1}{K} \sum_{k=1}^{K} \mu_k^w
\]

and \( K \) is the number of classes and \( C_k \) the number of samples in class \( k \). \( \mu_k^w \) is the mean of class \( k \) of \( \Xi \) Triple features, \( \Xi_{jk} \) is the \( j^{th} \) Triple feature of class \( k \), and \( \mu^w \) is the mean of all classes of \( \Xi \) Triple features.

To find the optimal combinations for Trace functions for extracting robust and RST invariant features using ETTN, a few selected images from the Fish-94 database with low resolutions (Appendix \([5]\)) have been used. These sample images include three different classes, each containing five different types of changes, as follows:

- **Sample 1**: A low-resolution image (64 × 64) generated from a randomly chosen original image (256 × 256);  
- **Sample 2**: Random rotation, scale and translation of Sample 1 with Gaussian noise (standard deviation=4);  
- **Sample 3**: Random rotation, scale and translation of Sample 1 with Gaussian noise (standard deviation=6);  
- **Sample 4**: Random rotation of Sample 1;  
- **Sample 5**: Random scale of Sample 1.
In the evolutionary algorithm, 150 population size is chosen and the probability of mutation and cross-over are 0.125 and 0.9, respectively. After 200 generations of evolution, a set of non-dominated solutions are obtained, as presented Fig. 2. Details about each solution are given in the next section.

It should be pointed out that although the Pareto functional combinations are obtained using the Fish-95 database, we will also use them for extracting features for images from other databases. This is encouraging because it indicates that Pareto functional combinations for one image database can be generalized to others.

2.3. Selection of Pareto Features

Each of the six solutions shown in Fig. 2 represents a combination of functionals in the Trace transform that can be used to extract a Pareto image feature. These Pareto image features trade off between within-class variance and between-class variance. The question now is which solution should be employed for image classification. In multi-objective optimization, Pareto solutions for which an improvement in one objective will result in a severe degradation in at least another one objective are known as knee solutions, e.g., solutions s2 and s3 in Fig. 2. It is known in MOO that, without a predefined user preference, knee solutions are naturally most preferred because they often represent the best trade-offs.

Due to the above reasons, knee points such as s2 and s3 in Fig. 2 are preferred solutions on the Pareto front and can be chosen as inputs to classifier ensembles. In addition, we can also choose solutions with a large between-class variance, such as s1 in Fig. 2. The rationale lies in the fact that a solution with a large between-class variance will make it easier to distinguish one image from another if its within-class variance is sufficiently small.

Table 1: Pareto Solutions as Pairs of Features

<table>
<thead>
<tr>
<th>Pair ID</th>
<th>Triple features pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>s1, s2</td>
</tr>
<tr>
<td>X2</td>
<td>s1, s3</td>
</tr>
<tr>
<td>X3</td>
<td>s2, s3</td>
</tr>
</tbody>
</table>

Table 2: Pareto Functional Combinations for One Image Database.

<table>
<thead>
<tr>
<th>Label</th>
<th>Triple Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>T₀D₅C₅</td>
</tr>
<tr>
<td>s2</td>
<td>T₀D₃C₂</td>
</tr>
<tr>
<td>s3</td>
<td>T₀D₁C₂</td>
</tr>
</tbody>
</table>

Features extracted by Trace transform are one-dimensional (1-D), though in practice, 2-D features are usually used for image classification by combining two 1-D features. Table 1 lists three pairs of Pareto solutions that can be used as 2-D input features to the base classifiers in an ensemble. Table 2 depicts details about the functionals making up each solution, also refer to Appendix 5 for description of each functional. It is worth mentioning that compared to the traditional Trace transform which uses thousands of features, the ETN has proven to be able to accurately classify noisy RST deformed images with a much lower computational cost. Readers are referred to [43] and [48] for more details.

3. Construction of Classifier Ensembles

As discussed in Section I, ensemble members should be diverse yet accurate. Diversity of ensembles can be achieved by either promoting diversity in the output of the ensemble members given the same input feature, or by using different input features for different members. The hypothesis of this work is that the Pareto image features extracted by ETN naturally offer a set of diverse features that can be taken advantage by a classifier ensemble, thereby removing the burdensome task to construct diverse base classifiers.

In this section, we start with a brief overview of the construction of classical ensembles using single features, where diversity of the ensemble members is achieved by data randomization. This is followed by our proposal to construct ensembles using Pareto features. In each case, two types of base classifiers, namely, multilayer Perceptron (MLP) neural networks and k-Nearest Neighbor (k-NN) are adopted for their simplicity and variant structure such that the choice of a strong classifier is not biased.

3.1. Classical ensembles with single features

In homogeneous ensembles, all base classifiers use the same type of learning models and the same input features, where diversity of the ensemble is introduced in training
the base classifiers. Typical approaches for achieving diversity include the use of different starting conditions, different learning parameters or even different learning algorithms. Alternatively, different base classifiers can be trained using randomly chosen subsets of the training data [49], which, for short, is termed data randomization. For these ensembles, a single feature vector is used for all ensemble members. In this work, any Pareto solution, which allows the trees to vote for the suitable class. In this work, majority voting [51] is adopted to combine the output of the base classifiers for its simplicity and it does not require extra efforts in learning or applying weights. In majority voting, the final decision is the one predicted by a majority of the ensemble members, or the null class if such a majority cannot be reached. Consider \( L \) base classifiers \( M_k, k \in \{1, 2, \ldots, L\} \), where each classifier decides between \( c \) classes or the null output. The output of each classifier is therefore a class label \( y_k = j \in \{0, 1, 2, \ldots, c\} \), where 0 represents the null output. The majority vote (MV) can be described as follows:

\[
MV = \left\{ \begin{array}{ll}
0 & \text{if } |\{y_k : y_k = j\}| \geq \lceil L/2 \rceil + 1, \\
1 & \text{otherwise},
\end{array} \right.
\]

where \( j \in \{1, 2, \ldots, c\} \) and \( k \in \{1, 2, \ldots, L\} \).

3.3. Majority voting

There are several methods to combine the output of base classifiers to obtain a final decision [50], including majority voting, weighted majority voting and naive Bayes combination. In this work, majority voting [51] is adopted to combine the output of the base classifiers for its simplicity and it does not require extra efforts in learning or applying weights. In majority voting, the final decision is the one predicted by a majority of the ensemble members, or the null class if such a majority cannot be reached. Consider \( L \) base classifiers \( M_k, k \in \{1, 2, \ldots, L\} \), where each classifier decides between \( c \) classes or the null output. The output of each classifier is therefore a class label \( y_k = j \in \{0, 1, 2, \ldots, c\} \), where 0 represents the null output. The majority vote (MV) can be described as follows:

\[
MV = \left\{ \begin{array}{ll}
0 & \text{if } |\{y_k : y_k = j\}| \geq \lceil L/2 \rceil + 1, \\
1 & \text{otherwise},
\end{array} \right.
\]

where \( j \in \{1, 2, \ldots, c\} \) and \( k \in \{1, 2, \ldots, L\} \).

4. Experimental Results

4.1. Compared algorithms

We investigate the performance of two different types of ensembles, one based on single features and the other based on multiple Pareto features. For convenience, we name the compared ensembles as follows. The first part of the name indicates the number of feature pairs used, i.e. SF, MF stands for single and multiple features, respectively. The second part identifies the base classifier model used, i.e. MLP, kNN for multilayer perceptron and \( k \)-nearest neighbor, respectively.

There are two ensembles using multiple features. MF-MLP consists of three base classifiers using MLP, each having feature pairs \( X_1, X_2, X_3 \), respectively, as the input, refer to Table 1. MF-kNN is similar to MF-MLP, except that all base classifiers use kNN. The base classifiers in both ensembles are trained using the same training data and the same learning algorithm.

There are six classical ensembles using single features, an MLP and a kNN variant for each of \( X_1, X_2, X_3 \). For example, SF1-MLP consists of three base classifiers using MLP, each member using feature pair \( X_1 \) as the input. Similarly, SF2-MLP and SF3-MLP denote the ensembles with the MLP as base classifiers whose input feature is \( X_2, X_3 \), respectively. SF1-kNN, SF2-kNN, SF3-kNN are similar, except that the base classifiers use kNN models. Among several classical ensembles (such as Random Subspace [49] and Rotational Forest [52]), Random Forests [50] is a commonly used ensemble algorithm. In Random Forests, the accuracy of classification has increased significantly using a number of trees to generate an ensemble, which allows the trees to vote for the suitable class. In this work, we also compare the performance with the classical Random Forests ensemble.
Table 3: Parameter settings for the ensembles using single features

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate(s) (MLP)</td>
<td>0.3, 0.31, 0.32</td>
</tr>
<tr>
<td>Momentum(s) (MLP)</td>
<td>0.2, 0.21, 0.22</td>
</tr>
<tr>
<td>Epoch (MLP)</td>
<td>5000</td>
</tr>
<tr>
<td>Training samples/Class</td>
<td>44</td>
</tr>
<tr>
<td>Validation criteria</td>
<td>Cross-validation</td>
</tr>
<tr>
<td>Number of folds</td>
<td>2, 3, 5</td>
</tr>
<tr>
<td>Sampling method$^b$</td>
<td>Linear, Shuffled, Stratified</td>
</tr>
<tr>
<td>$k$ ($k$-NN)</td>
<td>1</td>
</tr>
<tr>
<td>Measure type ($k$-NN)</td>
<td>Euclidean Distance</td>
</tr>
</tbody>
</table>

$^a$ Multiple values correspond to ensembles SF1–SF3, respectively.
$^b$ Linear sampling: partitions the set without changing the order of elements (i.e. subsets with consecutive examples are created); Shuffled sampling: builds random subsets of the set (seed = 1992); Stratified sampling: builds random subsets and ensures that the class distribution in the subsets is the same as in the whole set (seed = 1000).

Table 4: Parameter settings for the ensemble using Pareto features

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate (MLP)</td>
<td>0.3</td>
</tr>
<tr>
<td>Epoch (MLP)</td>
<td>5000</td>
</tr>
<tr>
<td>Training samples/Class</td>
<td>44</td>
</tr>
<tr>
<td>Validation criteria</td>
<td>Cross-validation</td>
</tr>
<tr>
<td>Number of folds</td>
<td>5-fold</td>
</tr>
<tr>
<td>Sampling method</td>
<td>Stratified</td>
</tr>
<tr>
<td>$k$ ($k$-NN)</td>
<td>1</td>
</tr>
<tr>
<td>Measure type ($k$-NN)</td>
<td>Euclidean Distance</td>
</tr>
</tbody>
</table>

4.2. Experimental setups

To empirically compare the performance of the different classifier ensembles, two image databases, Fish-94 database and the Columbia COIL-20 database, are used. Details about the two databases are provided in Appendix 5. Parameter settings for the base classifiers using single input features are given in Table 3 while those for the proposed ensembles using Pareto features are given in Table 4. For the Random Forests, the number of trees are chosen such that there is no further improvement in accuracy on the training dataset when increase the number of trees. The sufficient number of trees in Random Forest ensemble is ten trees.

For each database, we used 44 samples per class for training the base classifiers, which include the original image, 24 rotated images, 9 scaled images and 10 translated images. In other words, each training sample may have only one type of geometrical transformation, with no noise being added. By contrast, the test images are created by performing combinations of RST transformations of the original images and adding Gaussian noise or salt and pepper noise. This noise is added to the whole image (i.e. on both the object and background). Example test images are given in Fig. 5.

Figure 5: Sample test images from (a) Fish-94 database and (b) COIL-20 database. From the left, each row contains the original image and four modified versions.

4.3. Performance Analysis

To measure the performance of each ensemble, we calculate the percentage of the correctly classified samples on the test set as the classifier accuracy.

We start by evaluating the performance of MF-MLP on images with different scale factors and no additive noise. This is compared with the average performance of three ensembles using single features, namely, SF1-MLP, SF2-MLP, and SF3-MLP, as well as the classical Random Forests ensemble.

For the given experimental settings, the classification accuracy of MF-MLP, the average accuracy of the three classical ensembles (denoted by SF-MLP) and the Random Forests ensemble are shown in Fig. 6 for the Fish-94 and COIL-20 databases. It can be seen that the overall performance of MF-MLP is consistently better than the mean of the corresponding classical ensembles on both databases. For images from the Fish-94 database, the performance of MF-MLP is significantly better than SF-MLP especially when the scale factor is below 0.5, and it shows a comparative performance in comparison with the Random Forests. Similarly, for images from the COIL-20 databases, MF-MLP also performs impressively better than the mean of ensembles with single input features when the scale factor is between 0.1 and 0.5. Note that the Random Forests shows comparative results in terms of accuracy comparing with the MF-MLP. However, this will not be the case in the presence of rotation and translation transformation and in the presence of noise.

Next, we investigate the invariance performance of the ensembles under more realistic conditions, where each test image has rotation, translation, scaling, and additive noise. Fixed sets of test images were generated, with random rotation and translation, for a range of scaling factors and noise variance. The same test images were used with the compared ensembles. The classification performance of MF-MLP is compared with the average performance of the three classical SF-MLPs, as shown in Fig. 7. Similarly
to what we observed in Fig. 6, MF-MLP performs consistently better than the mean performance of the three classical classifier ensembles SF-MLP for all noise levels on both databases. Note, however, that the performance of ensembles on the Fish-94 database seriously degrades in the presence of higher noise. This is probably because in this database the objects occupy only a small part of the whole image.

We repeat the experiments using salt and pepper noise instead of Gaussian noise. This noise model randomly replaces pixels with pure white or black, with a given probability. Results for RST transformation and salt & pepper noise are shown in Fig. 8. Similar to the case with Gaussian noise, MF-MLP performs better than the average performance of the three classical SF-MLP ensembles and Random Forests ensembles. We again see that all ensembles are very sensitive to higher noise for the Fish-94 database.

Finally, we repeat the experiments using k-NN base classifiers. Results for additive Gaussian noise are given
Figure 8: Robustness to random rotation, translation, and fixed scaling and salt & pepper noise with proportion $p$ of affected pixels, for MF-MLP, the average performance of three classical ensembles SF-MLP and Random Forests ensembles, for Fish-94 and COIL-20 datasets.

Figure 9: Robustness to random rotation, translation, and fixed scaling and additive Gaussian noise of zero mean and variance $\sigma^2$ for MF-kNN, the average performance of three classical ensembles SF-kNN and Random Forests ensembles, for Fish-94 and COIL-20 database.
in Fig. 9, while results for salt and pepper noise are given in Fig. 10. Very similar results to those using MLP as the base classifier have been obtained. Overall, MF-kNN outperforms the classical ensembles and SF-kNN in all cases considered in this work. This implies that the performance improvement achieved by the ensembles with Pareto features does not rely on the base classifier used. The results confirm our hypothesis that the performance of the ensembles with different Pareto features as input is better than the classical ensembles and the average performance of classical ensembles generated using the same features.

In the following, we quantitatively analyzed the diversity of the ensembles using various diversity measures, hoping to gain some more insight into the performance difference between the two types of ensembles.

### 4.4 Diversity Analysis

Much work has been done to investigate the influence of diversity and accuracy of member classifiers on the accuracy of the overall ensemble [53, 4, 59]. In general, diversity measures can be divided into two categories: pairwise and non-pairwise. In the previous section, we have shown that the ensembles using multiple Pareto features as input outperform those using the counterpart single features. To examine if such performance improvement can be attributed to a higher degree of diversity offered by the Pareto features, we quantitatively compare the diversity of ensemble under study using six diversity measures addressed in [16]. In the following, we briefly introduce the six diversity measures, starting with three pairwise ones. In all cases, the diversity is calculated over a set of $N_t$ test samples.

**Q statistics:** To assess the similarity of classifier outputs, Yule’s $Q$ statistics [57] for two classifiers $M_1$ and $M_2$ can be formulated. Let $N^{ab}$ represent the number of samples for which $M_1$ is correct if $a = 1$ or incorrect if $a = 0$ and $M_2$ is correct if $b = 1$ or incorrect if $b = 0$. Note that by definition $N^{11} + N^{10} + N^{01} + N^{00} = N_t$. The $Q$ measure is then given by:

$$Q_{M_1, M_2} = \begin{cases} \frac{N^{11}N^{00} - N^{01}N^{10}}{N^{11}N^{00} + N^{01}N^{10}} & \text{if } N^{11}N^{00} + N^{01}N^{10} > 0, \\ 1 & \text{otherwise.} \end{cases}$$  

**Disagreement measure:** This measure calculates how often two classifiers have different opinions. It is defined as the ratio between the number of observations when $M_1$ is correct and $M_2$ is incorrect (or vice versa) to the total number of observations:

$$\text{Dis}_{M_1, M_2} = \frac{N^{01} + N^{10}}{N_t}. $$  

**The double-fault measure:** As the name suggests, this measure considers the proportion of the number of incorrect classifications made by both classifiers. It can be writ-
As a random variable. It is computed by the uncertainty in the ensemble output, which is concerned with the overall diversity of an ensemble, for an ensemble with $L$ classifiers and a diversity measure $D$ we compute the average diversity between all distinct pairs of base classifiers as follows:

$$D = \frac{2}{L(L-1)} \sum_{i,j \in \{1,2,\ldots,L\}, i < j} D_{M_i,M_j}$$

(7)

Kohavi-Wolpert variance: This measure accounts for the variability of the predicted class label for a given dataset using base classifiers with two possible outputs: correct output and incorrect output. This measure is defined by

$$\sigma_{KW} = \frac{1}{N_tL^2} \sum_{i=1}^{N_t} N_c(i)(L - N_c(i))$$

(8)

where $N_c(i)$ is the number of base classifiers that correctly classify input sample $i$.

Entropy: This is an information-theoretic measure for the uncertainty in the ensemble output, which is considered as a random variable. It is computed by

$$H = \frac{1}{N_t(L - \lceil L/2 \rceil)} \sum_{i=1}^{N_t} \min\{N_c(i), L - N_c(i)\}$$

(9)

where maximum diversity occurs when $H = 1$.

Generalized diversity: Minimum diversity occurs when the failure of one classifier is accompanied by failure of other classifiers. In contrast, maximum diversity occurs when the failure of one classifier is accompanied by correct classification of other classifiers. The generalized diversity measure relates the probability at which two classifiers fail with the probability at which one classifier fails. Let $p_k$ be the probability that exactly $k$ of $L$ classifiers are incorrect, which can be estimated by

$$p_k = \frac{|\{i : N_c(i) = L - k\}|}{N_t}$$

(10)

where $k \in \{0,1,2,\ldots,L\}$ and $i \in \{1,2,\ldots,N_t\}$. The generalized diversity measure is given by

$$GD = 1 - \frac{\sum_{k=1}^{L} k(k-1)p_k}{\sum_{k=1}^{L} kp_k}$$

(11)

Maximum diversity occurs when $GD = 1$.

To assess the diversity of each ensemble we perform experiments using 20 objects from each of the Fish-94 and COIL-20 databases. For each diversity measure, we calculate the average value over three different runs using different test objects. Results are given in Tables 5–8.

From these calculations, we can see that MF-MLP and MF-kNN exhibit much greater diversity over their counterparts using single features in terms of all the six considered diversity measures. This confirms our hypothesis that diversity in ensembles using multiple Pareto features is much greater than ensembles using the same input feature whose diversity is mainly achieved using data randomization. Note that in training the base classifiers of the ensembles using multiple Pareto features, no explicit measures have been taken to promote diversity. Finally, we calculate the average performance of individual cl
In this paper, we proposed to construct classifier ensembles using multiple Pareto features as inputs extracted by a multi-objective evolutionary Trace Transform algorithm. Two types of models, multilayer perceptron and k-Nearest Neighbor base classifiers are used as the base classifiers for the ensembles. To verify that multiple Pareto features can provide sufficient diversity, no particular measures are taken in generating ensemble members. By contrast, for traditional classifier ensembles using single input features, data randomization techniques have been employed in training the ensemble members to explicitly promote the diversity of ensembles.

The proposed ensembles using multiple Pareto features are empirically compared with the classical ensembles using single features and the classical Random Forest for image identification on two widely used image databases. Experimental results on both databases demonstrate that ensembles using multiple Pareto features consistently outperform the ensembles using single features and Random Forests, when the images are subject to geometrical transformations and additive noise. To further confirm the hypothesis that the better performance of the ensembles using multiple Pareto features can be attributed to the diversity in the multiple Pareto features, we quantitatively compared the diversity of the two types of ensembles using six diversity measures. Our results confirm that the ensembles using Pareto features are more diverse than traditional ones using single features.

Future work will focus on the multi-objective evolutionary optimization of the Trace transform by include diversity as an additional objective using trainable and non-trainable ensemble methods rather than simple majority voting. One potential advantage of promoting diversity in features over promoting diversity in the ensemble members is that diversity in features may be less conflicting with the accuracy of the base classifiers. Meanwhile, it might also be of interest to combine the idea of achieving diversity in features with that of promoting diversity in the base models via data randomization.

Acknowledgements

This work was supported in part by the EPSRC Industrial CASE Studentship under Grant 10001560, in part by the Joint Research Fund for Overseas Chinese, Hong Kong, and in part by the Macao Scholars of the National Natural Science Foundation of China under Grant 61428302.

Appendix

Trace transform Functionals

We list here the functionals used to produce the Pareto features of Table 2 shown in Fig. 2. The fourteen Trace transform functionals are given in Table 9, six Diametric functionals are given in Table 10 and six Circus functionals are in Table 11.

Datasets

The first database used in this work is the Fish-94 database, containing 94 grayscale images of fish, originally presented in [20]. These images are originally of size 200 × 400 pixels, which we convert to a standard size of 256 × 256 pixels for convenience. This conversion is done by scaling the images down and padding with the background pixel value. For reference, these are shown in Fig. 11.

The second database is the Columbia Object Library of 20 grayscale objects (COIL-20) [53]. This database consists of 20 different objects at 256 × 256 pixels. These are shown in Fig. 12.
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\[ T_0 = \sum_{i=1}^{n_t} \tau_i \]
\[ T_1 = \max_{i=1}^{n_t} \left( \tau_i - \min_{i=1}^{n_t} \tau_i \right) \]
\[ T_2 = \left( \sum_{i=1}^{n_t} |\tau_i| \right)^{\frac{1}{p}} \]
\[ T_3 = \left( \sum_{i=1}^{n_t} |\tau_i| \right)^{\frac{2}{q}} \]
\[ T_4 = \sum_{i=1}^{n_t} \tau_i \]
\[ T_5 = \frac{1}{n_t} \sum_{i=1}^{n_t} (\tau_i - M)^2, M = \frac{1}{n_t} \sum_{i=1}^{n_t} \tau_i \]
\[ T_6 = \sum_{i=1}^{n_t} \sqrt{\tau_i} \]
\[ T_7 = \max_{i=1}^{n_t} |\tau_i| \]
\[ T_8 = \sum_{i=1}^{n_t} (i - c)^2 \tau_i, c = \frac{\sum_{i=1}^{n_t} i |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|} \]
\[ T_9 = \sum_{i=1}^{n_t} i^2 \tau_i, c = \frac{\sum_{i=1}^{n_t} i^2 |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|} \]
\[ T_{10} = \sum_{i=1}^{n_t} i^3 \tau_i, c = \frac{\sum_{i=1}^{n_t} i^3 |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|} \]
\[ T_{11} = \sum_{i=1}^{n_t} r^{0.5} \tau_i, c = \frac{\sum_{i=1}^{n_t} r^{0.5} |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|}, r = |l - c|, l = 1, 2, \ldots, n_t \]
\[ T_{12} = \sum_{i=1}^{n_t} r \tau_i, c = \frac{\sum_{i=1}^{n_t} r |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|}, r = |l - c|, l = 1, 2, \ldots, n_t \]
\[ T_{13} = \sum_{i=1}^{n_t} r^2 \tau_i, c = \frac{\sum_{i=1}^{n_t} (r^2) |\tau_i|}{\sum_{i=1}^{n_t} |\tau_i|}, r = |l - c|, l = 1, 2, \ldots, n_t \]

*In the definitions, \( n_t \) is the total number of image pixels along the tracing line (as defined by \( \rho \) and \( \theta \)) and \( \tau_i \) is the value of the \( i^{th} \) pixel along this line.

**Table 10: List of Diametric Functionals \( D \)**

<table>
<thead>
<tr>
<th>Label</th>
<th>Functional definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_0 )</td>
<td>[ \sum_{i=1}^{n_p} \delta_i ]</td>
</tr>
<tr>
<td>( D_1 )</td>
<td>[ \max_{i=1}^{n_p} \delta_i ]</td>
</tr>
<tr>
<td>( D_2 )</td>
<td>[ \left( \sum_{i=1}^{n_p}</td>
</tr>
<tr>
<td>( D_3 )</td>
<td>[ \left( \sum_{i=1}^{n_p}</td>
</tr>
<tr>
<td>( D_4 )</td>
<td>[ \sqrt{\sum_{i=1}^{n_p} \delta_i^2} ]</td>
</tr>
<tr>
<td>( D_5 )</td>
<td>[ \max_{i=1}^{n_p} \delta_i - \min_{i=1}^{n_p} \delta_i ]</td>
</tr>
<tr>
<td>( D_6 )</td>
<td>[ \sum_{i=1}^{n_p} \delta_i^2 ]</td>
</tr>
<tr>
<td>( D_7 )</td>
<td>[ \sum_{i=1}^{n_p} (i - c)^2 \delta_i, c = \frac{\sum_{i=1}^{n_p} i</td>
</tr>
</tbody>
</table>

*In the definitions, \( n_p \) is the number of columns in the Trace matrix (i.e. along parameter \( \rho \)) and \( \delta_i \) is the value in the \( i^{th} \) column of the Trace matrix for the given \( \theta \).

**Table 11: List of Circus Functionals \( C \)**

<table>
<thead>
<tr>
<th>Label</th>
<th>Functional definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_0 )</td>
<td>[ \sum_{i=1}^{n_t} \xi_i ]</td>
</tr>
<tr>
<td>( C_1 )</td>
<td>[ \text{median}_{i=1}^{n_t} \xi_i ]</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>[ \sqrt{\frac{1}{n_t} \sum_{i=1}^{n_t} (\xi_i - M)^2}, M = \frac{1}{n_t} \sum_{i=1}^{n_t} \xi_i ]</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>[ \sum_{i=1}^{n_t}</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>[ \max_{i=1}^{n_t}</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>[ \max_{i=1}^{n_t}</td>
</tr>
</tbody>
</table>

*In the definitions, \( n_t \) is the total number of elements in the row direction of trace matrix (i.e. along parameter \( \theta \)) and \( \xi_i \) is the value of the \( i^{th} \) sample in the Diametric vector.

Figure 11: Fish-94 database.
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